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1. ITosscHuTe/TBHAs 3anMCKa
1.1. Iles1b 1 3aauM AUCLUIIIUHBI

Lless QUCLUIUIMHGL: AaTh CTYJeHTY 3HaHUs, YMEeHUs U HaBbIKH, HeOOX0MMble eMy AJIst
OCYIIeCTB/IEHUS ero NMpoQeCcCUoOHaIbLHOM /ieaTe/IbHOCTH B 00/1aCTH YCTHOTO TTepeBo/ia TEKCTOB
HAy4YHOT'O CTHJIAL.

3ajauu:

O HayuMTb CTY/ieHTa CO3/jaBaThb S5KBHMBa/IeHTHbIN MlepeBo/, UCXOHOT0 TeKCTa C
yueToM BceX TpeboBaHMIA PyCCKOTO 53bIKa;

0 Hay4uTh ero npremMam rnepejiaui Ha pyCCKOM sI3bIKe CreL[aaTbHOU (HayYyHOU )
VH(pOopMaLMy, 3a710)KeHHO! B TEKCTe;

0 JlaTb eMy UHCTPYMEHTapuH, JOCTaTOUYHbIN /1 JaIbHeUIIero CaMOCTOSITEIbHOTO
peliieHust Tpob/ieM, BO3HUKAIOL[UX B ero rpogeccoHaNIbHOM esTeIbHOCTH.

CopepxaHve  [UCLMIVIMHBI ~ OXBaTbiBaeT KPYI  TeOpPeTUYeCKUX BOMPOCOB U

MpaKTUYeCKUX MpoOsieM, CBSI3aHHBIX C IePeBO/IOM TeKCTOB HayUHOW HarpaB/IeHHOCTH.
1.2. ®opMupyemble KOMIIETEeHLIUH, COOTHECEéHHBIE C IIJIAHUPYeMBbIMH pe3y/ibTaTaMHu

00yueHHs M0 AUCIUITHHE

KomneTennus
(Ko/1 1 HaUMeHOBAHMUE)

VHaMKaTOPhl KOMITETEHITUIA
(K01 ¥ HAUMEeHOBAHHE)

Pe3ynbTaThl 00yUeHust

ITK-3 Criocobex
OCYILIeCTBJISITh YCTHBIN
1oc/ie/joBaTe/IbHbIN
repeBo/,

3.1
ITepeBOAUTE C OJHOTO
s13bIKa Ha JJpyroi B peXkume

3HaTL:
- OCHOBHBIE TIepeBOIUeCKHe
NpyieMbl B 00/1aCTH YCTHOTO

T10C/1eJ0BATe/IbHOIO nepeBo/ia.

nepeBo/ia -yMeTb IPUMEHSTh OCHOBHbI®
repeBoJYeCKUe IprueMsl B
obs1acTy ocsie/j0BaTeIbLHOTO
nepeBo/ia;

3.2 YMeTs - yuuThIBaTh BaKHOCTh

CoxpaHsTb KOHTEKCTa 1 0COOeHHOCTH

KOMMYHUKAIIMOHHYIO T1eJTh
HCXO/THOT'O COOOIIeHNS

1|e/IeBOY ayJUTOpUHY;

3.3 BBICTPO nepek/IroyaThCs
C OJTHOTO s13bIKa Ha /Ipyroi

YMmeTs:

- T10/1b30BaThCS TEPEBOUECKIM
WHCTpyMeHTapueM, B T.4.
cUcTeMaMU TepeBoiueCKou
3arucy;

3.4 Ucnonb3oBaThb
Haziexaiye hbopMyJibl
peueBOro 3TUKeTa

- TIOPOKZATh TEKCT,
COeTUHSIIOIIUH B cebe
9KBUBAJIEHTHOCTh OPUTUHAMY U
COOTBETCTBHE PEUEBLIM U
CTUJTUCTUYECKUM HOpMaM
PYCCKOTO fI3bIKa.

3.5 Cobmopaath
npo¢ecCUOHATBHYIO ITUKY

3. BnageTthb: CrioCOOHOCTBIO
0TOMpaTh 1 UCII0/Ib30BaTh B
HayuYHOW U MPaKTUUeCKon
JesITe/TbHOCTH He00X0IUMYHO
nH(opMalIo o pobemMam,




5)

CBsI3aHHBIM C IPeJMEeTOM Kypca, C
KCII0/b30BaHueM KakK
TPaJULIMOHHBIX, TaK U
COBpEMEHHBIX 00pa30BaTe/TbHBIX
TeXHOJIOTHH.

1.3. MecTo AMCIUIUIMHBI B CTPYKTYpe 00pa3oBaTe/IbHOM NMPOrpaMMbI

JucuuruiiHa OTHOCUTCSL K 4YacTd, (opMupyemMol ydacTHUKaMU 0Opa3oBaTesbHbIX
OTHOIIIeHH 0/I0Ka JUCLUTUIMH yueOHOro TIaHa.

715 0cBOeHUsI AUCLIMTIIMHBI He0OXO0AUMBI 3HaHHS, YMeHUs U B/afieHusi, ChOpMUpPOBaHHbIe
B XOJe W3y4yeHUs CAeAyHIIUX AUCLUIUIMH U TPOXOXK[eHus NpakTUK: Teopus IepeBoa,
[TpakTrueckuii mepeBo/; ¢ 1 UHOCTPAHHOTO SI3bIKA.

B pe3sysbTate OCBOeHUS! AMCLMIUIMHBI (DOPMHDYIOTCSI 3HAHUS, YMEHMs M BraJieHUs,
HeoOXofMMble  [IJIi  W3yueHWs CAefyIOIIUX JUCLIMIUIMH W TIPOXOXKAEHHWs TIPaKTHK:
IIpeppuniomHas npaktuka, I'MA.

2.CTpyKTypa AUCLUILIAHBI
OOb111ast TPYA0EMKOCTD AUCLIUTIIMHBI COCTABJIsIET 2 3.e., 72 aKaJleMUuecKux yaca (OB).
O6vem [UCIUIIMHBI B (pOpMe KOHTAKTHOM paboThl 00yYarolUXcs C TejarornyecKUMu

paboTHUKaMH ¥ (WIK) JIMLIaMH, TIPUBJIeKaeMbIMH K peanu3anuyd 00pa30oBaTe/IbHON MPOrpaMMbI
Ha MHBIX YCJIOBUSIX, IIPY MPOBeZIeHNH yueOHbIX 3aHSITHI:

Cemectp | Tur yueOHBIX 3aHATHIMA KonuuectBo
4yacoB
7 ITpakTHyeckue 3aHSITUS 32
Bcero: 32

O6bem JUCIUIIIMHBI (MOY/1s) B (hOpMe CaMOCTOSTeNbHON paboThl 00YYAIOIIUXCS
cocrasssieT 40 akajieMrueckux yaca(oB).

3. Copgepxanue JUCHUILTAHBI

PA3JEJI I. Oco0eHHOCTH HAyYHOr'0 TeKCTa.

Pa3nuuus B XxapakTepe M OpraHM3alid HayuyHOT0 TeKCTa B PYCCKOSI3bIYHOM U aHT/I0S13bIYHOM
TpaguLusix. HeUTpanbHOCTh HAYYHOTO TeKCTa. TepMUHO/IoOruuecKasi HaChllLeHHOCTb HayUHOT0
TeKcTa. be3skBuBaneHTHas eKcrka. Knuie HayyHoro si3bika. [IpyHLMITBI epeBo/ja TeKCTOB,
TpYHA/JIeKALLKX K pa3/IMYHbIM BHU/laM Hay4YHOTr0 AUCKypca. ['eHeprpoBaHue U epBUYHOe
pelaKkTHpOBaHUe TIepeBO/IOB.

PA3EJI I1. Y cTHBIN NIOC/1e/j0BaTe/IbHbIN NepeBo/i HAyYHOIr'0 TeKCTa.

OcHoBHBIe 0COOEHHOCTH YCTHOTO TIOC/Ie/IOBATeIbHOTO repeBoza. IIprembl coKpalijeHHOH
repeBOAUeCKOM 3anmvcyu. MHeMoTexHUKa. AKTUBALUS IMHEMHOW MaMsTH. 3arloMHUHaHKe
TeMaTUUeCKUX Ps/IOB Ha PYCCKOM U aHTJIMMCKOM si3bIKe. JIeKCMKO-CUHTaKCUUeCKre KOHBEePCUBBI.
[TepeBoiueCKHE COOTBETCTBHS, aBTOMATH3al[1sl HABBLIKOB UX yroTpeOsieHus. KiuiupoBaHHbIe
cnoBocoyetaHus1. PeyeBast komripeccus. JIekcrueckoe cBepTbiBaHue. JIeKCUKO-CeMaHTHYeCKue
npeobpa3oBaHusi. Vcrob30BaHWe 0a30BbIX U CrIEIU(PUUECKUX TIPUEMOB B HayUHBIX TEKCTaX.



OcobeHHOCTH MPOU3HOIIEHHUS HOCUTe el Pa3/IMYHbIX aKLIEHTOB aHT/IMACKOTO S13bIKa. DTHKA
yCTHOTO TiepeBo/ia. ['eHeprpoBaHue U MepBUYHOe peZlaKTUPOBaHUe IepeBO/IOB.



4. Obpa3oBaTe/IbHbIE TEXHOJIOTHH

[lns mpoBesieHVsl 3aHATUM JIEKLIMOHHOIO THIIA IO [JUCLMIVIMHE TIPUMEHSIFOTCSI TaKue
oOpa3oBaTe/ibHble TeXHOJIOTUM KaK WHTepAaKTHBHbIe JieKUuu, TipobiemMHoe oOyueHue. [ljisi
TIPOBeJleHUs] 3aHATHMM CEeMHUHApCKOr0 THWIIA MCIO/b3YKTCS TPYIIIOBble AWCKYCCHW, aHalIu3
CUTyaLMi U UMUTALMOHHBIX MO/Ie/iei.

B mepros BpeMeHHOTO IIPUOCTAaHOB/IEHHS TOCeIIeHUss O00yJYaroLUMUCs TIOMeIeHu U
tepputopun PI'TY pnsi opraHusaiuu yueOGHOro mpoliecca C TpUMeHeHHeM 3J1eKTPOHHOI0
00y4yeHUs] ¥ [UCTAHLIMOHHBIX 00pa30BaTeNbHBIX TEXHOMOTHUM MOTYT OBITh HCIIO/Ib30BAHBI
crieflytoliie obpasoBaresibHble TeXHOIOTHU:

— BUJIe0-JIeKLUU;

— OHJIAUH-JIEKL[MY B Pe)KUME peasibHOr0 BpeMeHH;

— 37IeKTPOHHBIe YueOHUKH, yueOHbIe TTOCcoOMs, HayuHble U3/jaHusl B 37IEKTPOHHOM BHle U
JIOCTYTI K MHBIM 3/IeKTPOHHBIM 00pa30BaTe/IbHbIM pecypcam;

— CUCTeMBI [I/I1 3/IeKTPOHHOI'O TeCTUPOBAHUA;

— KOHCYJIbTAL|UY C UCII0/Ib30BaHUEM Te/IeKOMMYHHUKAL[MOHHBIX CPe/ICTB.

1. OneHKa MJIAHUPYEMbIX Pe3y/IbTAaTOB 00yUeHHUsA
1.1 Cucrema orjeHMBaHUs

dopma KOHTPOJIS Makc. KonmyecTBo 6asiioB

B Teuenue cemecrpa:

YCTHbIE OTBEThI Ha 3aHATHUSIX 20 6annoB

BBITIO/THEHUE [IOMAIlTHUX 3aZlaHui 20 6anioB

KOHTPOJIbHBIE PaOOThI 20 6anioB
ITpoMe)XyTouHasi aTTecTalys 40 6ansioB
Utoro 3a cemecTp 100 6anoB

[TosyuyeHHBIN COBOKYTHBIM pe3y/bTaT KOHBEPTUPYeTCS B TPAJULIMOHHYIO 1IKa/ly OLIeHOK U
B IlIKa/Ty oLleHOK EBporielickoii cucteMsl nepeHoca U HakorieHus Kpeautos (European Credit
Transfer System; ganee — ECTS) B cOOTBETCTBUM C Tab/HI[eH:

100-6a/1bHas TpaiionHas mKana [ITkana
1IKasia ECTS
95 - 100 A

83_94 OT/INYHO B

68 — 82 XOpOLIO 3auTeHo C

56 — 67 D

50_55 YZ0BJIETBOPUTETHLHO 5

20-49 FX

0-19 HEey/J0B/IETBOPUTEJ/IbHO He 3a4yTeHo F

1.2 KpnTepml BbICTdBJ/IEHHUA OIJ€HKH MO0 JUCIIMII/INHE

Banasl/ | OueHka mo KpuTepuu onjeHKH pe3y/IbTaTOB 00yYeHUsI 10 AUCIHUILIHHE
Ikana | gUCHUIIIAHE
ECTS




Bbanasl/
IIIkana
ECTS

O1eHka mno
JHUCIUILTHHE

KpuTepuu onieHKH pe3y/IbTaToB 00y4JeHHusl M0 AUCHUILIHHE

100-83/
AB

OT/INUHO/
3aUTeHO

BricTaBnsieTcst 00yuaroiieMycsi, ec/ii OH IJIyD0KO ¥ TIPOUHO YCBOMJI
TeOpeTUUeCKUW Y NIPaKTUUeCKUH MaTepras, MOXXeT
TIPO/IEMOHCTPUPOBATh 3TO Ha 3aHATUSX U B XO/le TIPOMEKYTOUHOU
aTTecTallyu.

OOyuaromuiics “CUYepIibIBaroIlle v JIOTMUeCKU CTPOMHO H3/1araet
yueOHBIN MaTepHraj, yMeeT YBS3bIBaTb TEOPHIO C TIPAKTUKOM,
CTIpaBJIsSIeTCsi C pellieHWeM 3aziau rpodecCcHoHaIbHOM HalpaBIeHHOCTH
BBICOKOT'O YPOBHSI CJIOXKHOCTH, TTPaBUILHO 000CHOBBIBAET MPUHSTHIE
pelLleHusl.

CB000/IHO OPUEHTUPYETCS B yueOHOH 1 MTpodheCcCUOHATBHON
nvTeparype.

OrjeHKa 10 AUCIUIIMHE BBICTAB/ISIOTCS 00yUaroleMycst C yUéToM
pe3y/bTaTOB TeKYILleld U TPOMEXXYTOUHOM aTTeCTalyu.
KowmneTteH1uy, 3aKperiéHHbIe 3a AUCLIMIUIMHON, chOPMUPOBaHbI Ha
YPOBHE — «BBICOKHI».

82-68/

XOpo1uo/
3aUTeHOo

BricTaBnsieTcsi 00yuaromieMycsi, eC/ii OH 3HaeT TeOpeTHUeCKUi 1
TPaKTUUeCKU MaTepuas, TPaMOTHO U TI0 CYIIIeCTBY U3/1araeT ero Ha
3aHSITUSIX U B XO/Ie TIPOMEXXYTOUYHOM aTTecTal[iu, He [OIycKast
CyL[eCTBeHHbIX HETOUHOCTEM.

OO6yuaroruiicsi MpaBU/ILHO NPUMEHSIeT TeopeTUYeCcKue ToJI0KeHUs TIpU
pellieHUH MPaKTUYeCKrX 3a/iau npodeccoHaIbHON HanpaB/ieHHOCTH
Pa3HOT0 YPOBHSI CJIOKHOCTH, BjlafieeT He0OXOAUMBIMU /ISt 3TOTO
HaBbIKaMU U MpUEMaMHU.

[locTaTouHO XOPOIIIO OPUEHTHUPYeTCs B yueOHOM U MpodeccroHanbHOM
JUTeparype.

O11eHKa 10 AUCLIMIUIMHE BBICTABJISIOTCS 00YyYaroL[emMycsi C yUéToM
pe3y/IbTaTOB TeKYIlel ¥ TPOMeXXYTOUHOM aTTeCTaluu.

KommeTteHIuu, 3aKperyiéHHbIe 3a AUCLUTUIMHON, CPOPMUPOBaHbI Ha
YPOBHE — «XOPOILUI».

67-50/
D,E

Y/I0BJIETBO-
puUTesIbHO/
3auTeHO

BricTaBnsieTcst 00yyJaromeMycsi, eC/ii OH 3HaeT Ha 6a30BOM ypoOBHe
TeopeTHYeCKU U NMpakTUUeCKUii MaTepurall, J0MyCKaeT OT/e/bHbIe
OIIMOKY TIPY ero U3/I0)KeHUH Ha 3aHATHUSX U B X0/e TIPOMEeXXYTOUHOMN
aTTeCcTallyu.

OO6yuaroIuiicsi UCTILITHIBAET OTpe/ie/IEHHbIe 3aTPYAHEHUs B
MpUMeHeHNUH TeOpeTUUeCKUX T0JI0)KeHUH NP pellieHUH MPaKTHYeCKuX
3a/1a4 MpodeCcCroHaNIbHOM HalpaBAeHHOCTH CTaHJAPTHOTO YPOBHS
CJIOXKHOCTH, BJlafieeT HeOOXO0AMMBIMH /17151 3TOr0 0a30BBIMU HaBbIKAMU U
npuémamu.

JleMOHCTpPUpYeT JOCTaTOUHBIN YPOBEHb 3HaHUS yueOHOM JIUTepaTyphl
0 JUCLIUI/IVHE.

OueHKa 110 AUCLUI/IMHE BBICTABIISIOTCS 00yUaroeMycst ¢ yIéToM
pe3y/IbTaTOB TeKYIllel ¥ POMEXKYTOUHOM aTTeCTal[1u.

KomneTteHiuu, 3akperniéHHble 3a JUCLUMIVIMHOW, COPMHUPOBaHbl Ha
YPOBHE — «JIOCTaTOYHBII».

49-0/
F,FX

Hey/l0BJIeT-
BOPUTEJTbHO/
He 3aUTeHO

BeicTaBsnisieTcsi o0yuarommemycsi, /il OH He 3HaeT Ha 0a30BOM ypPOBHe
TeopeTUYeCKUi U MpaKTUUeCKUi MaTepuall, I0MyCcKaeT rpyobie OlInOKu
TIPU €ro W3J/I0’KeHUH Ha 3aHITUSIX U B XO7ie TIPOMEeKYTOUHOMN
aTTecTalyu.




Bamiel/ | Onenka mo | Kpurepun orjeHKH pe3y/ibTaToB 00yueHNs MO0 JUCIUIIHHE
IIlkana | AMCLUIUIMHE
ECTS

OOyuaromuiicsi UCTIBLITHIBAET CePbE3HbIe 3aTPYAHEHUS B IPUMEeHeHUH
TeOopeTUUeCKUX T0JI0’KeHUH NPY pellieHUuU MPaKTUYeCKuX 3a/1au
ripodeccMOHa/IbHOM HarpaB/l€HHOCTH CTaH/IapPTHOTO YPOBHS
CJIOKHOCTH, He BjiajJieeT He0OXOUMBIMU [I7Isl 3TOTO HAaBBIKAMU U
npuémamu.

IleMoHCTpUpYeT dhparMeHTapHbIe 3HaHUS YUeOHOM JIUTepaTyphl M0
JUCLIUIIVHE.

OueHKa 10 AUCLUI/IMHE BBICTABIISIOTCS 00yUaroleMycst ¢ y46ToM
pe3y/bTaTOB TeKYIllel ¥ POMeXKYTOUHOM aTTeCTal[1u.
KowmneTteH1MM Ha ypOBHE «/JOCTaTOUHBIN», 3aKpPeIIEHHbIE 3a
JUCIUIIZIMHOMN, He c()OPMUPOBAHBI.

5.3. OueHouHble cpeJcTBa (MaTepuasibl) J/isl TEKyLlero KOHTPOJIA yCleBaeMOCTH,
MPOMEXYTOUYHOM aTTeCTal{HH 00yUYarOIUXCA M0 JUCHUILIMHE

KoHTpo/ibHBIE BOIIPOCHI

1. B uyeMm cocToAT 0COOEHHOCTH MMOCTPOEHUS PyCCKOSI3bIUHOTO HAYYHOT'O TEKCTa B OT/IMUHE

OT aHTJINMCKOro?

B ueMm rniposiBnsieTcsi SMOLIMOHA/IbHAsE HEUTPATbHOCTh HAYUYHOTO TeKCTa?

3. Kakue npobieMsl 115 TiepeBo/ia MPe/ICTaB/IsieT TePMUHOJIOTHUeCKasi HAChIIEHHOCTh
Hay4YHOI'O TeKCTa?

4. Kakyto posb B HAy4YHOM TeKCTe UrpaeT 6e33KBUBajIeHTHast JIEKCHKA?

[TpuBerTe TIpUMEPHI K/IHIlIe, CBOMCTBEHHBIX HAYYHOMY $I13bIKY, U KX COOTBETCTBUM Ha

PYCCKOM SI3bIKe.

6. Ha3oBuTe u3BeCcTHbIe BaM MPHeMbI [IepeBOIUeCKOM 3aruCH.

7. UYTo Takoe MHEMOTeXHHUKa"?
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YTo Takoe JTeKCMKO-CUHTaKCUYeCKre KOHBEPCHBbI?

UTo Takoe nepeBojUeCcKre COOTBETCTBUS?

10. Kak 106uThCst aBTOMATH3al[MK yIIOTpeOJieHus epeBoAueCKuX COOTBETCTBU?
11. Yto Takoe peyeBast KOMIIpeccus?

12. YTo Takoe jleKCMUYECKOe CBepPThIBAHUE?

13. Ha3oBuTe M3BECTHBIE BaM JIEKCUKO-CeMaHTUUeCKHe TTpeobpa3oBaHusl.

14. Yo TakKoe «JI0’KHbIe PY3bsl IePEBOJUMKA»?

15. TlpuBeiuTe pUMeEpHI «I0KHBIX [IPY3€H MepeBOIUrKa».

TunoBbIe TEeKCTbI AJIA IMIPAKTHYECKOro 1rnepesojid Hd pyCCKl/lﬁ A3BIK

Patterns of Linguistic Variation in English Internet Language

Abstract

Most previous linguistic investigations of the web have focused on special linguistic features
associated with Internet language (e.g., the use of emoticons, abbreviations, contractions, and
acronyms) and the “new” Internet registers that are especially salient to observers (e.g., blogs,
Internet forums, instant messages, tweets). Multi-Dimensional (MD) analysis has also been used
to analyze Internet registers, focusing on core grammatical features (e.g., nouns, verbs,



10

prepositional phrases). MD research differs theoretically and methodologically from most other
research approaches in linguistics in that it is built on the notion of linguistic co-occurrence, with
the claim that register differences are best described in terms of sets of co-occurring linguistic
features that have a functional underpinning. At the same time, though, most previous MD
studies are similar to other previous research in their focus on new Internet registers, such as
blogs, Facebook/Twitter posts, and email messages. These are the registers that we immediately
think of in association with the Internet, and thus it makes sense that they should be the focus of
most previous research. However, that emphasis means that we know surprisingly little at
present about the full range of registers found on the web and the patterns of linguistic variation
among those registers. This is the goal of the present study. Rather than beginning with a focus
on new registers that are assumed to be interesting, we analyze a representative sample of the
entire searchable web. End-users coded the situational and communicative characteristics of each
document in our corpus, leading to a much wider range of register categories than that used in
any previous linguistic study: eight general categories; several hybrid register categories; and
twenty-seven specific register categories. This approach thus leads to a much more inclusive and
diverse sample of web registers than that found in any previous study of English Internet
language. The goal of the present study is to document the patterns of linguistic variation among
those registers. Using MD analysis, we explore the dimensions of linguistic variation on the
searchable web, and the similarities and differences among web registers with respect to those
dimensions.

Giving Advice and Responding to it in a Spanish Discussion among Puerto Ricans

Abstract

Although advice is considered in many languages as a face-threatening speech act; in Spanish it
is often seen as a solidarity-building tool that shows closeness among the interlocutors. This
study analyzes the advice sequences in a conversation between a Puerto Rican couple in order to
identify the strategies, types of sentences, and reactions that took place during the verbal
exchange. Results show evidence that -contrary to building solidarity among Spanish speakers-
advice can also serve as a tool for questioning, criticizing, and demeaning the interlocutor.

Genre and linguistic expectation shift: Evidence from pop song lyrics

Popular song lyrics constitute an exception to dominant, standard language ideologies of
English: nonstandard grammatical forms are common, relatively unstigmatized, and even
enregistered in the genre. This project uses song lyrics to test whether genre cues can shift
linguistic expectations, influencing how speakers process morphosyntactic variants. In three self-
paced reading experiments, participants read sentences from pop songs. Test sentences contained
either ‘standard’ NPSG + doesn't or ‘nonstandard’ NPSG + don't. In Experiment 1, some
participants were told that the sentences came from lyrics, while others received no context
information. Experiment 2 eliminated other nonstandardisms in the stimuli, and Experiment 3
tested for the effect of stronger context information. Genre information caused participants to
orient to the sentences differently, which partially—but not straightforwardly—mitigated
surprisal at nonstandard don't. I discuss future directions for understanding the effects of context
on sociolinguistic processing, which I argue can inform concepts like genre and enregisterment,
and the processes underlying language attitudes. (Morphosyntactic variation, genre,

invariant don't, language ideology, pop songs, experimental sociolinguistics, sentence
processing)*

Codeswitching and emotional alignment: Talking about abuse in domestic migrant-worker
returnee narratives

Early research on bilingualism and emotion suggests that bilingual speakers’ L.1 may be
preferred for emotional expression whereas 1.2 may be used for emotional detachment. The
evidence comes primarily from surveys, interviews, and laboratory studies. Studies of bilingual
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codeswitching (CS) and emotion tend to focus on perception and recollection of experience
rather than actual language data. This article uses data from domestic migrant-worker returnee
narratives to explore the use of CS in storytelling. Domestic-worker returnees in Indonesia
participated in sharing sessions in which they talked about the trauma they experienced while
they worked overseas as domestic helpers. CS was widely used and, through a discourse analysis
of selected excerpts, the article shows that CS is used for addressee specification and emotional
alignment. The article concludes by considering how researchers may use the trauma narratives
of repressed groups for social activism. (Codeswitching and emotion, domestic migrant workers,
trauma narratives, Indonesia)*

Anna Wierzbicka. . A Framework for Studying and Describing Meaning

The subtitle of this book combines two words, both central to this book’s approach

to English: meaning and culture. So far, I have focused mainly on culture. Now I

will turn more specifically to meaning, which in fact, as I will try to show throughout
this book, is a key to understanding culture.

There are good reasons to think that even if all the ideological and political

obstacles that stand in the way of exploring English from a cultural perspective were

to be removed, it would still not be possible to explore English in this way—at least
not effectively and in depth—without a semantic perspective.

Throughout the second half of the twentieth century, the study of English was
dominated by the Chomskyan approach and thus was conducted “within a framework
that understands linguistics to be a part of psychology, ultimately human biology”
(Chomsky 1987, 1). In effect, for half a century the dominant (generativist)

approach to the study of English was totally blind to culture. Focused on syntax and
preoccupied with formalisms, it was also inimical to the study of meaning. This book,
which studies English as a historically shaped semantic and cultural universe, radically
breaks with that tradition.

There are, of course, books that include both English and meaning in their titles,

and one would expect less opposition on a priori grounds to looking at English from

a semantic perspective than to looking at it from a cultural perspective. But to explore
English in depth from a semantic perspective, one needs a well-grounded semantic
theory and an effective methodology. In most recent books on English that

in principle are not hostile to semantic considerations, such a theoretical and methodological
foundation is lacking. As a result, if they do discuss the meaning of English

words, expressions, or constructions, they usually do so on an ad hoc basis. This

can also be valuable, but it is not enough for a systematic and precise investigation of
meanings, changes in meaning, and differences in meaning. Without such a systematic
and methodologically informed investigation of meaning, it is not possible to
investigate, in a rigorous way, the cultural underpinnings of English key words,
pragmatized expressions, salient discourse patterns, and so on.

This book is based on the semantic theory (to be described shortly) whose name

comes from the initials of the name of its main tool: the natural semantic metalanguage
(NSM). This theory, whose main ideas were first presented in English in my 1972 book,
Semantic Primitives, has since been developed in collaboration with my colleague Cliff
Goddard and with valuable input from other colleagues (see, in particular, Wierzbicka
English as a Cultural Universe 17

1996¢; Goddard, ed., 1997; Goddard 1998; Goddard and Wierzbicka, eds., 1994, 2002).
It has also been extensively tested in practice, through empirical study of a large number
of diverse languages, and is now supported by a large body of semantic descriptions

of aspects of many languages, carried out within the NSM framework.

The NSM approach to linguistic description is based on two fundamental assumptions:



first, that every language has an irreducible core in terms of which the

speakers can understand all complex thoughts and utterances and, second, that the
irreducible cores of all natural languages match, so that we can speak, in effect, of

the irreducible core of all languages, reflecting in turn the irreducible core of human
thought.

As Leibniz argued eloquently three centuries ago, not everything can be explained.

At some point, all explanations must come to an end, for a regressus ad infinitum
explains nothing. Some things must be self-explanatory (intuitively clear),

or we could never understand anything. The explanatory power of any explanation
depends, therefore, on the intuitive clarity of the indefinable conceptual primes that
constitute its ultimate foundation.

A natural language is a powerful system in which very complex and diverse

meanings can be formulated and conveyed to other people. The NSM theory of language
assumes that the intelligibility of all such meanings depends on the existence

of a basic set of conceptual primes that are intuitively clear (and presumably innate)
and do not require any explanations and that constitute the bedrock of human communication
and cognition. Cross-linguistic empirical work undertaken within the

NSM framework suggests that there are some sixty universal conceptual primes. They
are set out in Table 1.1.

The first hypothesis, then, is that all languages have lexical exponents for each

of the sixty or so conceptual primes (words, bound morphemes, or fixed expressions).
The second, concomitant, hypothesis is that in all languages conceptual primes can
enter into the same combinations. Of course, the word order and the morphosyntactic
trappings may differ from language to language, but the hypothesis is that the elements,
their combinations, and their meaning will be the same (see Goddard and

Wierzbicka, eds., 2002). This means that just as we can have a rudimentary universal
lexicon of indefinable concepts, we can also have a rudimentary universal grammar of
such concepts. And if we have a minilexicon and a minigrammar, then we can have

a minilanguage—a minilanguage carved out of natural languages that can be used

for the description and comparison of languages, in their lexicon and grammar, and
also in their discourse practices: in short, a “natural semantic metalanguage” (NSM).
Since this metalanguage is carved out of natural language (any natural language),

the semantic explications and scripts constructed in it are intuitively meaningful and
have psychological reality. Consequently, unlike semantic formulae based on various
artificial formalisms, NSM formulae are open to verification (they can be tested
against native speakers’ intuitions). Being based on the shared core of all languages,
the natural semantic metalanguage can serve as a “cultural notation” for the comparison
of cultural values, assumptions, norms, and ways of speaking across the boundaries
between societies, communities, subcultures, and epochs.

The authors of a relatively recent article entitled “Culture as an Explanatory
Variable,” Bond, Zegarac, and Spencer-Oatley (2000, 48), state that when they
attempted to study “differences in communication across cultures” they found in the
literature “a patchwork quilt of unrelated studies, focusing on a myriad speech forms
and their associated non-verbal behaviours . . . when these studies invoked culture

to explain results, they made opportunistic and speculative forays into the available
literature.” The authors concluded that there was no “emerging paradigm or paradigms
(Kuhn 1962) that could help guide future research in this topic area, so important

for our twenty first century” (p. 48).

With one proviso, the NSM framework and the theory of cultural scripts based

on it (see chapter 2) are proposed as just such a paradigm. The proviso has to do with
the idea of “measuring cultures,” which Bond and his colleagues include in their
vision of what is to be done. They ask “whether more promising ways to conceptualize
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and measure cultures, especially when studying speech behaviour, can be found

by bringing together concepts from different disciplines (including social psychology,
pragmatics, linguistics, the psychology of culture)” (p. 98).

Although statistical evidence is used in this book, among other kinds of evidence,

the theory on which the book relies offers a framework for conceptualizing cultures,
not for measuring cultures. As such, however, it does provide a paradigm that I believe
could guide future research into “differences in communication across cultures,”
including different cultures associated with different varieties of English.

Which objections does A.W. have to Chomskian approach to the study of language?

In which context does A.W’s book study the language?

What does she see as the main deficiency of many modern books devoted to semantic analysis of
words phrases, etc.?

What does the abbreviation NSM mean?

What are the two basic assumptions of NSM?

What was Leibniz’s idea? What does regressus ad infinitum mean?

How many irreducible concepts are there? What are they called?

What is the role of semantic primes?

Which components constitute a minilanguage for meaning and culture analysis?

TABLE 1.1 Table of semantic primes—English version

Substantives I, YOU, SOMEONE/PERSON, SOMETHING/THING,
PEOPLE, BODY

Relational substantives KIND, PART

Determiners THIS, THE SAME, OTHER/ELSE

Quantifiers ONE, TWO, SOME, ALL, MUCH/MANY

Evaluators GOOD, BAD

Descriptors BIG, SMALL

Mental/experiential predicates THINK, KNOW, WANT, FEEL, SEE, HEAR
Speech SAY, WORDS, TRUE

Actions, events, movement DO, HAPPEN, MOVE

Existence and possession THERE IS/EXIST, HAVE

Life and death LIVE, DIE

Time WHEN/TIME, NOW, BEFORE, AFTER, A LONG TIME,

A SHORT TIME, FOR SOME TIME, MOMENT

Space WHERE/PLACE, BE (SOMEWHERE), HERE, ABOVE,
BELOW, FAR, NEAR, SIDE, INSIDE, TOUCHING

Logical concepts NOT, MAYBE, CAN, BECAUSE, IF

Augmentor, intensifier VERY, MORE

Similarity LIKE (AS, HOW)

* Primes exist as the meanings of lexical units (not at the level of lexemes).
 Exponents of primes may be words, bound morphemes, or phrasemes.

* They can be formally, i.e., morphologically, complex.

* They can have different morphosyntactic properties, including word-class, in different
languages.

* They can have combinatorial variants (allolexes).

* Each prime has well-specified syntactic (combinatorial) properties.

After Goddard and Wierzbicka 2002.
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In particular, as this book seeks to demonstrate, the new paradigm based on the
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natural semantic metalanguage makes it possible to explore in depth the cultural
meanings that are embedded in Anglo English and that in the twenty-first century
continue to inform the use of English in the world at large.

Thus, this book seeks to launch a new, meaning-based approach to the study of

the English language. Its aim is to investigate English as a historically shaped universe
of meaning and to reveal English’s cultural underpinnings and their implications

for the modern world.

The impact of Labov's contribution to general linguistic theory

Leonie Cornips , Frans Gregersen

Abstract

The paper first discusses the influence of Labov on certain recent Chomskyan developments,
starting

from an identification of two radically different readings of the relationship between Labovian
variationist

sociolinguistics and the dominant theoretical paradigm of the latter half of the 20th century
which is

Chomskyan theoretical linguistics, i.e. as either a supplement or an alternative. Variation at the
level of

closely related languages, at the level of the language community, and at the level of the
individual,

have all been treated by Chomskyans under various headings, thus giving evidence that
empirical

results stemming from variationist sociolinguistics cannot be ignored. However, the treatment
has not led

to an integration of variation into Chomskyan theory, nor could it. In the final section we outline
what a

Labovian materialist alternative to Chomskyan idealism could be. We argue that this calls for a
broader

definition of sociolinguistics than just variationism and poses demands for both internal
integration, viz.

of linguistic disciplines, and external integration of the language sciences with evolutionary
psychology,

anthropology and social history.

1 Introduction

Our assignment is this: what is Labov's contribution to general linguistic theory and how has he
influenced

the theoretical character of linguistics as a whole? In this question, the notion ‘general linguistic
theory’ is

not self-explanatory. Thus, we must begin by explaining in what sense Labov has contributed to
what kind

of theory.

A general linguistic theory may be taken to consist of at least the following elements (Gregersen
and Kgppe 1988): a stance as to what ontological status the object of enquiry — in this case
language — has, and a setof assumptions and assertions leading from that to:

a delimitation of the field of enquiry, thus characterizing possible types of data;

a specification of the central questions to be answered or issues to be investigated; and

a characterization of the methods favored in addressing the issues scientifically.

Any specification of method and data implies a stance on the theory of science, viz. what is
recognized as

valid ways of doing research on language.
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From this perspective, what William Labov has contributed is a set of generalizations and
insights firmly

based on data collected and analyzed by methods developed by Labov himself — albeit based on
prior

developments within dialectology and anthropology — into how language changes; in particular,
sound

change. Labov was encouraged by Uriel Weinreich as his doctoral supervisor ‘to apply the tools
of

linguistics to the language of every-day life, and to set aside the barriers between linguistic
analysis and

dialectology’ (Labov 1998: 111). The paradigmatic nature of Labov's first foundational work, i.e.
The Social Stratification of Language in New York City (1966), is obvious. Suffice it to say that
establishing a firm empirical basis for a theory of sound change, for so long the province of
historical linguistics (always

focused on written materials from distant epochs) and/or dialectology (always primarily
concerned with rural speech), is a significant achievement in and of itself.

But is that all we should ask from a general linguistic theory, i.e. a theory of language? Surely
not. At this

point, it may be helpful to introduce the seven-layered model of the levels of data and theory

In an ideal world, a theory would be consistent on all levels — a materialist theory of

language would delimit a different field of study to an idealist one. Briefly, a materialist theory
would open

the field of linguistics such that any statements on language should, in principle, comply with
‘known facts’

from e.g. neurology, memory research and other cognitive psychological insights on the one
hand, and with ‘known facts’ from sociology and history on the other. Idealism would, in
contrast, favor the autonomy thesis so influential since Saussure, i.e. that language, as such, is a
decontextualized separate structure. Issues raised as desiderata to be addressed would also differ
profoundly: whereas idealism is connected to the individual (grammar) and takes ideas (or
abstract language structures) to be the leading driving forces in history, materialism takes the
contradictions between the forces of production and social structures to be the essential
conditions for change, including — in this case — language change (we will come back to this in
section 6).

1.1 Labovian (variationist) sociolinguistics and Chomskyan generative linguistics

We will, below, investigate how Labov's contribution — fleshing out a materialist perspective on
language

has interacted with Chomskyan idealist linguistic theory. There are several reasons to focus on
Chomskyan theory as the general linguistic theory to be discussed in this paper. First, instead of
presenting — forced by the word limits of this paper — a brief and necessarily superficial view on
convergence, divergence and connections between sociolinguistics and all other linguistic
theories possible, we choose instead to detail the relationships to the one linguistic theory that
universally is considered to be the most influential of the latter half of the 20th century. Second,
if William Labov (2002) took a stance on other linguistic theories, he most often, if not always,
positioned himself towards Chomskyan linguistics from the perspective of variationist
sociolinguistics. Last, but not least, the first invited author is a syntactician who has worked
extensively within both the Chomskyan and the Labovian paradigm.

The paper will deal mainly with variationist sociolinguistics since we will argue that Labov's
theory and

practice has had a major effect on work in syntactic theory, through the development of
methodologies

focused on micro-variation. The final section, however, will elaborate on the need for a broader
and more
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encompassing sociolinguistic theory including parts of the field which may not be seen as
variationist by

any standard, even types of linguistics which are not seen as sociolinguistics at all.

Our point of departure has repercussions for the view taken in this paper on how to answer the
introductory question as to William Labov's influence. We are left with two alternatives:
Thus, one choice is siding with the two alternatives and Labov's revolutionary view on it:

The idealist approach is exemplified by generative grammar, as originated and developed by
Chomsky (1957, 1965) (...). The materialist position is exemplified by the practice current in
phonetics, historical linguistics, and dialectology. The principles of this position have been
developed most explicitly in sociolinguistics, and in particular in the quantitative study of
linguistic variation (...). (Labov 1987)

The two approaches, idealist and materialist, differ sharply in their approaches to the
foundations of the field: definition of language itself, the methods for gathering data and
analyzing it, and the goals of linguistic activity. (Labov 1987)

This would lead to the elaboration of sociolinguistics as an alternative to Chomskyan theory, viz.
a

materialist alternative to the idealism admittedly characteristic of Chomskyan theorizing.
However, the more appealing alternative from the point of view of Labov's influence outside his
own field , i.e. on theoretical linguistics, is rather to side with the ecumenical stance taken by
Labov in a number of more recent papers.

Here, Labov voiced the notion that the materialist and idealist approach each contribute to an
understanding of the general phenomenon of human language, as follows:

Even more recently, he expressed this in a clip from an interview with Sali Tagliamonte:
Accordingly, the train of thought in this paper is as follows. We first explain why there was
indeed no

alternative to Chomsky as a theoretician and detail the Labovian stance on data and
methodology. Then

we tell the story of how Labovian insights and methods have gradually seeped into Chomskyan
theorizing

and — primarily — practices. It started with accounting for variation between languages
attempting to

elaborate on the Universal Grammar hypothesis. This initial comparison between whole
languages, viewed essentially as abstractions of individual grammars, developed into the micro-
syntactic enterprise of comparing minimal differences between typologically closely related
languages and finally to differences within a language (dialect differences) and eventually to
intra-individual variation . This is, then, a story about how the central Labovian notion of
variation has made its way into mainstream theoretical linguistics:

Labov's contribution, both his ideas on (1) how to elicit dialect data, i.e. data that are normally
excluded

from (national) standard languages, and (2) the sociolinguistic variationist knowledge about
minimal dialect differences within a language, have, as we show, been an inspiration to those
working in syntactic microvariation research. Our story Our story details how the study of
Labovian variation challenged received wisdom as to what linguistic facts are and which
conception of the individual's grammar should be the point of departure for solid empirical work.
The story might also be phrased as the gradual empirification of armchair linguistics under the
pressure of linguistic evidence.

The issues which Labov (1972, 1975, 1984, 1996) has himself brought to general linguistic
theory in his discussions with the Chomskyans were and are:

1. The definition of a linguistic fact.

2. The methods for gathering data.

3. The theoretical instantiation of inter- and intra-individual variation.
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This paper will be structured around these three topics, where the idealist and materialist
positions differ most profoundly, until the end when it takes up the challenge of being more
explicit about what a general materialist alternative would look like (see section 6).

Among the paths that linguists follow in pursuit of a better understanding of human language,
we can trace two main branches.

THE SEARCH FOR UNIVERSAL GRAMMAR [...]

UNDERSTANDING LANGUAGE CHANGE. (Labov 2012: 4)

There's only one serious mistake you can make in Linguistics, which is fatal and once you've
made it, you're finished. Sali: What's that? Bill: To think that Chomsky's the problem. If you get
rid of Chomsky you've suddenly solved something. (Tagliamonte 2015: 81)

2 The original landscape of Labovian sociolinguistics:

back to the 60s

In this section, we will address the question of why Labov did not develop an alternative
linguistics since his intent never was to create a sociolinguistics.

The pedigree of variationist sociolinguistics has been explicitly laid out first and foremost in the
programmatic 1968 paper by Weinreich, Labov and Herzog. In this paper, Hermann Paul is
treated as the only opponent worthy of thorough discussion. It is noteworthy that Weinreich
(who wrote the first section) dismissed Saussure as irrelevant although he himself might be
placed directly in the line of succession from Saussure to Meillet and on to Martinet who was
Weinreich's doctoral supervisor. Martinet even wrote theimportant preface to Weinreich's
celebrated Languages in Contact (Weinreich 1953 [1967]).

The choice of the Neogrammarian Hermann Paul as the favorite ancestor is, however, not
accidental. The inheritance from the Neogrammarians includes:

the interest in language change;

the empirical slant of their approach to theorization and, consequently;

the obligation to search for possible generalizations.

In addition, Neogrammarian historical linguistics was the first scientific linguistics to be
introduced to the

U.S.A. and, thus, has formed the background for every succeeding wave of theory. In the early
20th

century, historical linguistics was replaced by structural linguistics as the main current in
American

linguistics through the work of the Bloomfield generation (Hymes and Fought 1981). In contrast
to

European structuralism, the American current of the same name was mainly descriptive,
inductive and behaviorist. So when the so-called Chomskyan revolution discarded structuralist
thinking in general and so to speak turned American structuralism on its head, favoring a
deductive, theoretical approach and model building instead of description (Ruwet 1968), the only
niche left for sociolinguistics in the family of American linguistics was that of an empirical
synchronic study of language change . By synchronic we mean dynamic, hence the apparent time
model of linguistic change. The methods adopted were taken from anthropology and
dialectology, and were combined to result in a detailed prescription for field work (Labov 1984)
leading to spoken language data replete with variation. This was the challenge for early
sociolinguistics, and we argue it still is: how do we account for the various kinds of variation
between speakers (interspeaker variation) and within the same speaker (intraspeaker variation)
that we find in the data?

It is a fact of particular historical irony that the generation of leftist American scholars from the
late 1960s would form a tight-knit group of idealist revolutionaries promoting precisely
idealism , i.e. mentalism, in linguistics. Chomsky and his followers were undeniably leftists
engaged in fierce resistance to the Vietham War. The, at the time, long awaited volume of
Readings in Transformational Grammar , edited by Jacobs and Rosenbaum and finally published
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in 1970, bore the dedication: ‘To the children of Vietnam 1945-19??’. But within linguistics
their program was, as Labov has precisely characterized it, idealist in contrast to his own
materialist stance (Labov 1987; see above).

But then why was Labovian linguistics placed as a separate discipline, one of the two hyphen-
disciplines of socio- and psycho-linguistics? Labov expressly stated that ‘I have resisted the term
sociolinguistics for a long time since it seems to imply that there can be a successful linguistic
theory or practice which is not social’ (Labov 1972 [1982]: xix).

One answer is that the publication of The Social Stratification of English in New York City in
1966 attracted the attention of empirically minded linguists trained in dialectology (e.g. Peter
Trudgill, J.R. Chambers, and countless others). The prevailing climate of opinion, more or less
created by the Chomskyans in debates since the publication of Chomsky's Syntactic Structures in
1957, was, however, that descriptivism, as in the case of American structuralism, was simply
uninformative butterfly collecting if it was not guided by a general theory. Thus, linguistics
henceforth was to be concerned with the general and abstract study of the organization of
individual grammars reflecting universal principles. Only in this way could the highest goals of
the enterprise of linguistics, explanatory adequacy, be fulfilled. Thus, we have a self-styled
revolutionary approach centering on the individual and his or her tacit competence as revealed
by introspective judgments on the limits of the language L, versus the painstaking collection of
‘performance’ data from a number of informants in order to reveal the hidden social structure
behind apparent chaos. As Labov has recently put it:

The burning question lurking behind this formula of a sharp division is whether the two kinds of
study could in fact be united, either as a materialist or an idealist endeavor. The jury is still out
on that.

Efforts to understand human language may be sharply divided into two distinct undertakings.
Both spring from an acknowledgment that language, like the species that uses it, had a single
origin. Given this perspective, one task is to discover those constant properties of language

that reflect the innate biological endowment of the human species — the language faculty. The
other, equally challenging, task is to discover the causes of the present diversity among the
languages of the world. (Labov 2010a: 4)

3 What is a linguistic fact?

One of the differences between an idealist (Murray 1994: Chapter 9) and a materialist conception
of

language has to do with data, i.e. the issue of which data constitutes a linguistic fact. Like all
other facts, linguistic facts must be fixed or permanent entities, so that they allow retrieval,
inspection, questioning and evaluation. When linguistics at the beginning of the 19th century was
founded as a science, the only available permanent data were written. This tallied with the
historical nature of the enterprise. The aim was to establish first the family connections between
languages and genealogical relationships among languages (Collinge 1995). This led to the need
for an idealized standard, e.g. the Greek or the Old Icelandic language.

Paul Nichols. Point of View in Subordinate Clauses

June 18, 2018

1 Introduction

The semantic analysis of sentences used to ascribe mental states and processes has been central
to the project of natural language semantics from the beginning of the analytic tradition.And,
also since the beginning, the semantic analysis of mental ascriptions has been stronglyinfluenced
by theories of the nature of mental states and processes. For instance, Frege’sview that to have a
belief is to be related in the appropriate way to a thought is mirrored inhis semantic analysis of
sentences in which a subordinate clause is the complement of a verbof cognition.(1) Kopernikus
glaubte, dal die Bahnen der Planeten Kreise seien.

According to Frege (1892), (1) describes Copernicus as being related in a certain way to the
thought expressed by the subordinate clause “die Bahnen der Planeten Kreise seien”. The tight
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connection between the semantic analysis of this belief ascription and Frege’s analysisof belief is
underwritten by the assumption that the truth of the sentence depends on thefidelity of the
subordinate clause to the manner in which Copernicus thinks about the orbitsof the planets and
their shapes.Despite a great deal of controversy over Frege’s basic semantic theory and his
theory of the nature of thoughts, there is, to this day, wide acceptance of the idea that when a
clause isthe complement of a verb of cognition it contributes something about the perspective of
the

This paper began as a presentation to the Language Workshop at UCLA in approximately

2010. I amdeeply grateful for having been given the opportunity to share ideas in such an ideal
forum, and for theinput of all the participants. In particular I owe thanks to Joseph Almog,
Samuel Cumming, David Kaplanand Alexandru Radulescu, both for their comments on several
presentations of material that is now part of this paper, but also for sharing their own ideas that
have shaped mine. I would also like to thank KristinaGehrman and Joshua Watson for their
comments on drafts of this paper.

Paul Nichols Point of View in Subordinate Clausessubject of the main clause to the meaning of
the sentence as a whole. Neo-Fregean analysesof belief ascriptions make the role

of this assumption more visible. I’ll use an example in English to illustrate.(2) (a)

Trump can pardon himself.(b) Guiliani believes Trump can pardon himself.Following Forbes
(1990), neo-Fregean theories typically differ from Frege’s own view on twocounts. First, rather
than shifting from one referent (bedeutung)

to another, embedded def-inite noun phrases do double duty: they refer to a mode of presentation
(e.g., a way of thinking about Donald Trump) in addition to referring to the thing it presents (the
realDonald Trump). Second, Frege’s idea of a customary sinn has been replaced with the sinn
associated with the phrase by the subject of the report. So, the mode of presentation des-

ignated by “Trump” in (2b) would be the one associated with that name by Guiliani, asopposed
to the author of the sentence.The thesis that definite noun phrases (with the notable exception of
personal pronouns)within the complement clause of a verb of cognition are attributable to the
subject of themain clause is common to both neo-Fregean and direct-reference theories.

The majorityof direct-reference accounts of indirect discourse are variants of David Kaplan’s
analysis,in which embedded definite noun phrases refer to themselves, and are interpreted as
being used by the subject to think about their customary referent (Kaplan (1968)).

So, while the theoretical details differ in important respects between neo-Fregean and direct-
referencetheories, it is generally agreed that being in a subordinate clause shifts the point of view
towhich definite noun phrases are attributed. In neo-Fregean theories, the sinn associated withan
embedded noun phrase is attributed to the subject of the main clause, as opposed to theauthor (or
narrator). Similarly, according to Kaplan (1968) and the many views that followhis basic idea, it
is the embedded noun phrase itself that is attributed to the subject of themain clause.

A quick note on terminology. Though I general will be using phrases like “belief ascriptions”,
the specificcategory about which I mean my argument to apply to can be precisely defined in
syntactic terms as follows.(i) NP V (that) S.Where V is a verb of cognition (I stick with “think”
and “believe” for the most part to avoid addingunnecessary variables), and S is a finite clause
(often referred to as a subordinate clause in this construction).NP is the subject of the main
clause, but I often use phrases like “subject of the main clause” where it wouldbe less ambiguous
to use an unwieldy phrase like “referent of the subject of the main clause™.

Exceptions include the neo-Russellian theories of Nathan Salmon and Scott Soames, who
account forso-called de dicto cases pragmatically. Another exception is Erin Eaker, whose
worked I am deeply indebtedto.

The fact that embedded definite noun phrases do not always represent the point of viewof the
subject of the main clause has long been recognized.
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(3) Everyone in the stupid alliance thinks the spy is a hero............ ah hahahaha.

Sentence (3) strongly suggests that the people being described (“everyone in the stupid
alliance”) are unaware that the spy is a spy. The point made by (3) is precisely that thepeople in
the alliance do not think of the referent of “the spy” as a spy, but rather as a hero.This example
does not fit the hypothesis that embedded definite noun phrases represent howsomething is
thought about by the subject of the main clause.Rather than seeing examples like (3) as counter-
examples to the theory that embeddednoun phrases represent the point of view of the subject of
the main clause, standard theoriesof belief ascriptions posit a systematic ambiguity: An
occurrence of a noun phrase within anembedded clause may be de dicto, in which case it
designates a way of thinking (or talking)about things; Or it may be de re, in which case it simply
designates the same thing it wouldif it were an unembedded constituent of the main clause.

I will refer to thesis that there isa semantic feature of the belief ascriptions that fits the general
criteria ascribed to de dictointerpretations “the de dicto hypothesis”.

Against both neo-Fregean and Kaplanian theories of belief ascriptions, I will argue thatbeing in
a subordinate clause does not change the meaning of a definite noun phrase: thepotential range of
semantic values of a definite noun phrase in an embedded clause is the same as when it is an
immediate constituents of the main clause. I am in fact arguing not only for a semantic thesis, but
for the wider thesis that embedded definite noun phrases are interpretedaccording to the same
principles as when they are un-embedded. Thus, I am arguing boththat belief ascriptions do not
involve the semantic encoding of a point-of-view shift, and alsothat the ways that point of view
is pragmatically represented in belief ascriptions are not special features of verbal subordination
but occur also in simple sentences.Contrary to the widely accepted theory that verbal
subordination changes the way thatdefinite noun phrases are interpreted, I will show that
embedded noun phrases have the same communicative functions and thus are interpreted in the
same ways as when un-embedded.

Belief ascriptions with subordinate clauses can be used to represent point of view, but theydo so
using resources that are also available in simple sentences.In section (2) I will give a brief
general account of the communicative roles that definitenoun phrases play in English, followed
by evidence to show that, at least as a default, being constituents of the subordinate clauses of
belief ascriptions does not alter the roles that theyplay. In sections (3) and (4) I will argue that
there is no direct evidence in support of the de dicto hypothesis. A falsifiable hypothesis should
be tested using the predications itmakes. But, as it turns out the predications that are specific to
the de dicto hypothesis arenot validated by linguistic evidence. In section (5) I review the
evidence that substitutionfailures imply the de dicto hypothesis. Then finally, in section (6) we
will look at a novelargument by Samuel Cumming for the de dicto hypothesis based on a
symmetry failurewithin a belief report.

2 The Communicative Roles of Definite Noun Phrases

In order to argue that embedded definite noun phrases do not have a special
communicativefunction, it is first necessary to give a brief general account of the communicative
roles of definite noun phrases.The underlined expressions in the following sentences illustrate the
range of communica-tive roles that definite noun phrases play in English.

Barbara Hall Partee. Topics in semantics / Lecture 5. Formal semantics and the lexicon.

The Lexicon in Model-theoretic

SEMANTICS. ..eviiiiiiiieiieteeee ettt e s re e e s aaee e e e 1

To each set X of closed formulas there corresponds the class £* of all models in which all
the formulas of X are true.

1.1. Languages, world, models. Axioms.

The class X* is called an axiomatizable class of models, and the set X is called the set of
Let us consider the relation between an artificial language like the predicate calculus (PC)



its axioms. But in £*, not only the axioms of £ may be true. The set X** of all closed

and a natural language like English and the meaning of Montague’s phrase “English as a
formulas which are true in £* is called a theory, and the formulas of X** are called the
formal language”. Expressions of a natural language of course relate in some way to the real
world in all its richness, in a broad sense of real world including conceivable and possible
theorems of the theory X**. (The axioms are a subset of the theorems; they are the generators
worlds. Expressions of artificial formal languages are interpreted in models and have no

of the set of theorems. The same theory may often be generated by different choices of
meanings other than those assigned to them by the interpretation function (on the model).
axioms.)

Models function as abstractions and representations of some aspects of some kind of reality;
Example. Consider the example of a tiny PC language containing just two binary predicate
their structure reflects on the one hand the structure of the language for which they provide
symbols parent and grandparent.

the basis for interpretation, and on the other hand the nature of the reality they are intended to
It is easy to see that the formula (i) is true in every model.

represent to some degree.

(i) VxVy(parent(x,y) V - parent(x,y))

Model structures are like structural presuppositions about the world, or some aspect of

some world, implicit in a formal language. Such presuppositions in PC are very primitive: the
Such formulas are called tautologies. And formula (ii), for example, is false in every model.
world consists of objects, devoid of any internal structure, and connections among these

(ii) VxVy(parent(x,y) & — parent(x,y))

objects are represented as (extensional) relations. These presuppositions are similar to

Such formulas are called contradictions.

relational database representations of the world. Different predicate symbols of the same

Of course, not all formulas are tautologies or contradictions. There are formulas which

arity: love, like, kiss, see etc. are just different “labels”.

are true in some models and false in others (called contingent). For example, the formula (iii)
When we view a natural language as a formal language, we simultaneously view the

(iii) VxVz(grandparent(x,z) < Jdy(parent(x,y) & parent(y,z)))

world (or the set of possible worlds) as a model of it. This involves some abstraction and
regimentation both of the language and of the world(s), as reflected in the type structure

is true only in those models where a given pair of individuals a and c stand in the

imposed on the language and the ontology of the model structures in which it is interpreted.
grandparent-relation, i.e. B.H. Partee, MGU, March 22, 2005

B.H. Partee, MGU, March 22, 2005

<a,c> € || grandparent ||

iff there exists an individual b such that a is a parent of b and b is a parent of c, i.e.

2 Integrating formal semantics, lexical semantics, natural language

metaphysics

<a,b> € || parent || and <b,c> € || parent .

Thus formula (iii) selects the class of models (the axiomatizable class of models

2.1. Formal semantics in the broader setting of natural language use.

characterized by axiom (iii)) in which the relation grandparent has some properties which
(1) Lexical semantics in the Moscow School:

the relation expressed by English grandparent has in the real world.

But our axiom (iii), which captures some “correct” properties of the given kinship

Lexical definition is modeled as mathematical definition

relations, is evidently insufficient for a complete characterization. It admits, for example, the

21



There are some undefined notions, semantic primitives (atoms of meaning)

model (i.e. is true in the model) MBAD which consists just of objects a and b such that:
Meaning of other words described by lexical definitions. Such a definition is a text
<a,b> € || parent ||

describing necessary and sufficient conditions

<b,b> € || parent ||

We represent the meaning of the word as a set of meaning postulates, the theory of this
|

word. This is our version of the Moscow school approach. (Borschev and Partee 1998,
<a,b>

grandparent .

Borschev and Partee 1999)

Consider the formula (iv).

VvV
()

We consider a sentence or a text as a theory describing the model of the situation
(iv)
X

y(parent(x,y) — ~(x =y))
(model of this theory) (Borschev 1996, Borschev 1994)

It is true in some models admitted by axiom (iii), and false in others, for example in the “bad”
(3

This theory is formed from several sources:

model MBAD considered above. If we add this formula (iv) as an axiom, and take axioms (iii)
text itself, its sentences are considered as formulas (formal semantics)

and (iv) together, we slightly improve the situation, excluding from the class of models
meaning postulates corresponding to words of text (lexical semantics)

corresponding to these two axioms the model MBAD along with various other “bad” models.
contextual information (formal pragmatics in Montague’s sense)

But it is easy to see that even these two axioms together admit not only “correct”

The interaction of these constituents may be rather complicated. (Asher and Lascarides 1995,
(“intended”) models. To describe correct models of kinship, we need some additional axioms.
Borschev and Partee 2001, Borschev and Partee 2002)

We will not continue that task here, but will turn to further illustrations of the notion of an
axiomatic theory and its models.

2.2. Meaning postulates.

Consider the formula (v).

The sample meaning postulates included here are quite primitive. They are also

(v) VxVyVz((parent(x,y) & parent(y,z)) — grandparent(X,z))

oversimplified in omitting some essential modal and intensional operators; these are

It’s not difficult to show that this formula is true in all models in which the formula (iii) is
extensional approximations to rules which really must be stated in intensional terms.

true. So formula (v) is included in the theory generated by axiom (iii) and is a theorem of this
theory.

(i) Mlustrating the use of meaning postulates to spell out the content of “semantic features”.
And formula (vi) below is false in all models in which the formula (iii) is true, i.e. it is

22
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Vx[king(x) — human(x)]

inconsistent with formula (iii) (and with the theory generated by that axiom).

Vx[senator(x) — human(x)]

(vi) I3x3z(grandparent(x,z) & -Jdy(parent(x,y))

etc. I.e., one can think of “semantic features” like “[+human]” as abbreviations for such

If we were to add formula (vi) as an axiom to form the set of axioms (iii) and (vi), the
meaning postulates.

resulting theory would be inconsistent, i.e. would have no models at all. And the negation of
formula (vi) is in fact a theorem of the theory whose only axiom is (iii).

(ii) Ilustrating the use of meaning postulates to specify semantic properties that distinguish
The concepts of axioms and theories will be useful at several points in these lectures.
various semantic subclasses within a given semantic type. (More below.)

In formal semantics, axioms play a role in at least two places. We will discuss their role

(a) VxVP[skillful(P)(x) — P(x)] (a skillful surgeon is a surgeon; this meaning

in the axiomatization of “natural language metaphysics” (Bach) or the “naive picture of the
postulate does not apply to adjectives like former and alleged.)

world”(Apresjan). And axioms which describe the properties of the intended interpretations
(b) VxVP[former(P)(x) — —P(x)] (former is a “privative” adjective, like “counterfeit”)

of lexical (non-logical) constants, called meaning postulates, will play a large role in our
program of connecting formal and lexical semantics.

(iii) A meaning postulate with enough information packed into it may constitute a definition;
if the meaning postulate specifies necessary and sufficient conditions, it can be written with
an “iff” (<) rather than just as a one-way implication.

VxVP[former(P)(x) < [PAST(P(x)) & —P(x)]]

Whether such meaning postulates are possible for more than a small fraction of the lexicon of
a natural language is a matter of debate which we do not aim to settle.

TeMaTHKa HUTOrOBBIX MPe3eHTALUH M0 AUCIUILIHHE
He npepycMmotpeHsl.
6. YueOHO-MeTOAMUECKOE oD0ecrieueHrHe U HH(POPMAIL[HOHHOE o0ecreyeHre AUCHUILTMHbBI

6.1. CiuCoK HCTOYHHMKOB U JINTEepaTypbl

OcHoBHas JiMTepaTypa

[TepeBo - MOCT MeXXly MUpaMH [DeKTPOHHBIN pecypc] / M-Bo oOpa3oBaHUs U HayKU
Poc. ®enepanuu, degep. roc. obieodpa3oBaT. yupexkaeHue Bbicil. obpa3oBanus "Poc. roc.
ryMaHUTapHbiil YH-T", VH-T nuHrBUCTUKM ; [0TB. pen. E. B. Cementok]. - Pexxum fgoctyna :
http://elib.lib.rsuh.ru/elib/000013198. - 3arn. ¢ skpaHa. - 127 c.

Jlono/IHUTe /IbHAsA JIUTepaTypa

Posib TiepeBoJia B Pa3BUTHM SI3bIKOB U MEXKY/IbTYPHONH KOMMYHUKALMU [DJ/IeKTPOHHBIN
pecypc] : cbopHuk crareit / Poc. roc. rymanutapHeii yH-T ; coct. K. T. Fagwmus, O. A.
Cawmotinenko ; niox pea. K. T. I'agunus, P. U. Po3uHoi. - DyekTpoH. faH. - Mockga : PITY,
2017. - 155, [1] c. - Pexxum poctyna : http://elib.lib.rsuh.ru/elib/000011247. - 3arn. c ’3KkpaHa. -
Bubsmorp. B KoH1je cT. - ISBN 978-5-7281-1871-8.
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6.2. [TepeueHn pecypcoB HH(OpPMAI[HOHHO-TEe/IeKOMMYHHKALIMOHHOM ceTH «VIHTepHeT»,
He00X0JMMBbIH /ISl 0CBOEHUSA JUCLIUTUTHHBI

http://edition.pagesuite-
professional.co.uk/launch.aspx?referral=other&refresh=5d0RiK311wS7&PBID=c4c5af3f-e733-
4c9e-9067-6b472efadldc&skip=

http://www.cadoutsourcingservices.com/

http://www.daff.gov.au

http://www.huntingtoningalls.com/

http://www.multitran.ru

http://www.m-w.com

http://www.pentaximaging.com/files/scms_docs/K20D_Manual.pdf

http://www.scribd.com

HarmoHanmeHast 3nekTpoHHas bubmmoreka (HOB) www.rusneb.ru
ELibrary.ru HayuHas ssiekTpoHHast 6ubmoTteka www.elibrary.ru
OnekTtpoHHas 6ubnroreka Grebennikon.ru www.grebennikon.ru
Cambridge University Press

ProQuest Dissertation & Theses Global

SAGE Journals

Taylor and Francis

JSTOR

1.3 TIIpodeccuoHanbHbIe 0a3bl JAHHBIX U HH(POPMAIIMOHHO-CIIPABOYHbIE CHCTEMbI
Hoctyn K mpodeccroHanbHbIM 6a3am JaHHBIX: https://liber.rsuh.ru/ru/bases

VHopMaLMoHHbIe CIPaBOYHbIE CUCTEMBI:
1. KoncynbraHT ITnroc
2. Tapanr

2. MaTepHa/IbHO-TeXHHUYECKoe o0ecreuyeHrue AUCHUILTHHBI

Ins  obecrieyeHusi AWCIUIUIMHBI ~ WCIO/B3YeTCS  MaTepua/lbHO-TEXHUUecKass 0asa
o0Opa3oBaTe/lbHOTO  yupeXk/ieHusi: yuyeOHbIe ayJUTOpWH, OCHAIEHHble KOMITBIOTEPOM U
TIPOEKTOPOM JI/Is1 IEMOHCTPAIUK yueOHbIX MaTepPHUasoB.

CocTaB nporpaMmMHOro 06ecrieueHws:

1. Windows

2. Microsoft Office

3. Kaspersky Endpoint Security

3. ObecieueHue 00pa3oBaTe/ILHOTO MpoLecca A JIMI, C OrpPpaHHYeHHBIMH
BO3MO)XHOCTSAIMM 3/10POBbsl U HHBA/IN/I0OB

B xope peanuzauyy AWCLIMIVIMHBI UCIIOMB3YIOTCS CeAyIOLMe [IO0TMOJIHUTE/IbHbIE MeTO/bI
o0yueHusl, TEKYIIIero KOHTPOJISL YCIIeBaeMOCTH U TPOMEXKYTOUHOM aTTeCTallui 00yJaroIuxcs B
3aBUCHUMOCTH OT UX UHAWBU/YaTbHbIX 0COOEHHOCTEM:

Clasist CTembIX M C/1a00BUASILIUX: JIEKI[UM 0(DOPMIISIFOTCS B BH/Ie 37IEKTPOHHOTO JOKYMEHTa,
JIOCTYTTHOTO C TTIOMOIIIbI0 KOMITBIOTEPA CO CITeI[Ha/TM3UPOBAaHHBIM TIPOTPAMMHBIM 00ecTieueHreM;
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MTUChbMEHHbIE 3a/IaHMsT BBITIO/THSIFOTCS HA KOMITBIOTEPE CO CTelUaTM3uPOBAHHBIM TTPOTPAMMHBIM
obecrieueHreM UM MOTYT OBITH 3aMeHeHbI YCTHBIM OTBETOM; 00ecrieurnBaeTCsi MHANBUAYaTbHOE
paBHOMepHOe ocBellieHre He MeHee 300 JIFOKC; /11 BBITIOJTHEHUS 3aZlaHUsI TIPU HeOOXOAMMOCTH
TIpeJJOCTaB/ISIeTCS YBe/IMUMBAatOIllee YCTPOMCTBO; BO3MOXKHO TaK)Ke MCII0/Ib30BaHHe COOCTBEHHBIX
YBEJIMUMBAIOIINX YCTPOUCTB; MUCbMEHHbIE 3aJjaHust O(GOPM/ISFOTCS yBeJTUUYeHHBIM HIPU(TOM;
9K3aMeH U 3auéT MPOBOJSATCS B YCTHOM (hopMe WM BBITIOTHSIOTCS B MHUChbMeHHOW (opme Ha
KOMITbIOTEpE.

Caig rAyxux U C/1aboCHBIIAIIMX: JIeKI[UM O(QOPMISIIOTCS B BHe 3/€KTPOHHOTO
JIOKyMeHTa, /100 TIpeAoCTaB/sSeTCS 3BYKOYCW/IWBAIOINAs —armaparypa WHAWBUAYATbHOTO
T0JIb30BaHMsI; MHUCbMEHHbIe 3a/laHusl BBITIOJHSIOTCS Ha KOMITbIOTEDPe B MUCBMEHHOU ¢opMe;
9K3aMeH U 3auéT MPOBOJATCS B MHMChbMEHHOM (hopMe Ha KOMITbIOTEPEe; BO3MOXKHO MPOBeJieHNEe B
(dhopme TeCcTUpOBaHUSI.

[|asis UL C HapYIIeHWsSIMA OTMOPHO-ABUTATebHOrO arrapaTa: JieKLMU O(OpMIISIOTCS B
BUJle  97IeKTPOHHOTO  [OKYMeHTa, JOCTY[THOrO C  TIOMOIIbI0  KOMITbIOTEpa  CO
CTelMaM3upPOBaHHBIM TIPOTPaMMHBIM 00ecIiedeHreM; TTMCbMeHHbBIe 3a/JaHUsI BBITIOJHSIOTCSA Ha
KOMITBIOTEPE CO CTelMa/Ii3UPOBaHHBIM TPOTPAaMMHBIM OOecrieueHHeM; 3K3aMeH U 3auéT
TIPOBOZSTCS B YCTHOM (hopMe WU BBITIOJHSIIOTCSL B TMCbMeHHOM (hopMe Ha KOMIIbIOTepe.

ITpy HeOOXOJUMOCTH TIpelyCMaTPHUBAETCsl YBeIMUEeHHEe BPEMEHH /IJisl TIOArOTOBKY OTBETa.

[Mporiemypa  mMpoBefieHUss ~ TIPOMEKYTOUHOM  aTTeCTalii it OOyYaroIuXxcs
yCTaHaB/IMBAaeTCSI C YYETOM UX HWHAWBUAYaJbHBIX TMCUXO(PU3NUECKUX 0COOeHHOCTeM.
[Tpome)xyTouHasi aTTecTalys MOXKeT TIPOBOAUTLCS B HECKOJIBKO 3TaroB.

[Tpy mpoBeZieHUMH TIPOLEAYPhI OLIEHWBAHUS Pe3y/bTaTOB OOyUeHHUs IpeayCMaTpUBaeTCs
WCTIOIb30BaHHEe TeXHUYECKMX CpE/ICTB, HeOOXOAWMBIX B CBSI3W C UWHAWBUZAYaAJTbHBIMU
0COOEHHOCTAMM 00YYaloIUXCsA. DTH CPeJCTBa MOTYT ObITh TPeJOCTaB/Ie€Hbl YHUBEPCUTETOM,
WA MOT'YT MCIT0JIb30BaThCsl COOCTBEHHbIe TeXHUYeCKUe CPeZiCTBa.

[TpoBefeHre TpOIeiypbl  OLIEHWBAHUSI  pe3y/bTaTOB OOyueHUs] [IOMyCKaeTcsl C
WCTI0/Tb30BaHUEM JTUCTAHI[MOHHBIX 00pa30BaTe/IbHbIX TeXHOIOTUH.

ObGecreurBaeTCst AOCTYN K MH(POPMAI[MOHHBIM U OMO/MorpadUyecKuM pecypcaMm B CETH
WuTepHer n1s Kaxgoro oOydvaromjerocss B (opmax, afanTUPOBaHHBIX K OTPAaHUYEHUSIM WX
3/I0POBbSI U BOCIIPUSATHSI MTHPOPMAIUK:

(st cemnbIX U C/1abOBUASAIIMX: B TleuyaTHOW (opme yBenmWueHHBIM IPUQTOM, B Gopme
3/IeKTPOHHOT'0 IOKyMeHTa, B (opMe ayAuodaiina.

|as1st TIyXUX U (1ab0CTbIIAIINX: B TTe4aTHOU hopme, B (hopMe 37IeKTPOHHOTO JJIOKYMeHTa.

(lasist oOydarouxcsi C HapyLIeHWssMA OTOPHO-/IBUraTe/IbHOTO arfapara: B Ie4aTHOW
¢dbopme, B hopMe 3/1eKTPOHHOTO I0KyMeHTa, B hopMe ayarodaiina.

YueOHble ayTUTOPUU AJIsl BCEX BH/IOB KOHTAaKTHOW M CaMOCTOSTeTbHOW pabOoThI, HayuHast
O0ub/MMoTeKa M WHBbIE TIOMEIIeHUs1 11 00yUeHUs] OCHAIeHbI CIel[UalbHbIM 000pyZOBaHUEM U
yueOHbIMU MeCTaMH C TeXHUYeCKUMHU CPeZiCTBaMu 00yUeHHsI:

Class cnenbiX M CabOBUIAIIMX: YCTPOHMCTBOM /i1 CKAHUPOBAHHS M UTEHWs C KaMepou
SARA CE; gucnineem Bpaitnsgs PAC Mate 20; npuntepom bpaiinsg EmBraille ViewPlus;

(s TAYXUX M C/1ab0C/IBIIIALMX: aBTOMAaTH3UPOBAaHHBIM pab0uuM MEeCTOM JIJIsl JIFOJieH C
HapyllleHUeM C/TyXa ¥ C/1ab0C/BIIIAIINX; aKyCTUUeCKAN YCUTATEITb U KOJIOHKHY,;

(lasist 00yuarouxcs ¢ HapyIIeHUsIMU OTIOPHO-JJBUTaTe/IbHOTO arrapara: rmepeBiXHbIMH,
peryivpyeMbIMU  3proHoMuuyeckumMu naptamu CH-1; KOMIIbIOTEDHOM TEXHUKOW €O
CrielMabHBIM TTPOrPaMMHBIM 06ecrieueHHeM.

9. MeToguuecKre MaTepHaibl
9.1 I11aHbI CeMUHAPCKHX 3aHATHMN

Cemunapb! Ne 1-16
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YcTHbIN nIepeBo, B HayuHO cdepe (36 uacos)

Pa3pen 1. Cemunaps! 1-8 (16 uacoB)

Borpocs! cemrHapa

OcobeHHOCTH HAy4YHOTO TeKCTa. OCOOEHHOCTU YCTHBIX U TTMCbMEHHBIX HayUHBIX TeKCTOB.
Pasnuuus B xapakTepe ¥ OpraHu3aliiy HAy4HOr0 TeKCTa B PYCCKOSI3bIYHOM U aHTJIOSI3bIYHOU
TpaguLusix. HelTpasbHOCTb HAyUHOTrO TeKCTa. TepMHUHO/IOrnyecKast HaChbll|eHHOCTb HAyYHOTO
TeKcTa. be3skBuBaneHTHas /iekcuKa. Kiuiile HayyHoro si3bika. [IpyHIMITBI TepeBo/ia TEKCTOB,
MIpUHA/|/Ie)KalluX K pa3/IMuHbIM BU/laM HayuyHOro JUCKypca. ['eHeprpoBaHue 1 ITepBUUHOE
peJlaKkTUpOBaHUe MepeBOo/OB.

KoHTposbHbIe (IpobieMHbIE) BOTTPOCHI

B uem cocTosST 0C060€HHOCTH TIOCTPOEHUS PYCCKOSI3bIUYHOTO HAYYHOT'0 TeKCTa B OT/IMUME OT
AHTIUHICKOTO0?

B ueMm niposiBasieTcsi SMOLIMOHA/IbHAsE HEUTPaIbHOCTh HAYUHOTO TeKCTa?

Kakuie mpo6ieMsl 1151 TiepeBo/ia TPe/ICTaB/IsieT TePMUHOJIOTHUeCKast HaChIIeHHOCTh HayuHOT'0
TeKcTa’?

Kakyro po/sib B HAyUHOM TeKCTe UrpaeT Oe33KBUBa/IeHTHasE JIEKCUKA?

[IpuBevTe TIpUMeEPHI K/IMIlIe, CBOMCTBEHHBIX HAYYHOMY $I3bIKY, U KX COOTBETCTBUI Ha PyCCKOM
SI3BIKE.

Paspen 2. Cemunapsl Ne9-16. Y CTHBIM TOC/I€[0BaTe/IbHBIN [T€PeBO/| TMCbMEHHBIX U YCTHBIX
(J1lekuMi ¥ JOK/1a0B) HAYYHBIX TEKCTOB. (16 uaco)

Boripockl cemyHapa

OcHoBHBIe 0COOEHHOCTH YCTHOTO TI0C/Ie/I0OBaTeBHOTO repeBoa. OcoOeHHOCTH TiepeBo/ja
JIeKUWW U JoKnaz#oB. [IpyreMbl cokpallleHHOM TlepeBoAueCcKor 3anucu. MHeMOoTeXHHUKa.
AKTHBaLYs IMHEWHOM NaMATH. 3allOMUHAHUe TeMaTUYeCKUX PsIOB Ha PYCCKOM U aHIJTMMCKOM
s3bIKe. JIeKCUKO-CUHTaKCMYeCKrue KOHBepCUBLI. [lepeBoiueckrie COOTBETCTBHS, aBTOMaTH3aLUsl
HaBBIKOB UX yToTpeb/ieHys. KnummpoBaHHbIe CIOBOCOUETAHMUS. PeueBasi KOMITPeCCHsI.
Jlekcuueckoe cBepThiBaHUe. JIeKCUKO-ceMaHTHUecKue rnpeodpa3zoBanus. Mcrnonb3oBaHue
0a30BbIX U CrieruUuecKux MPHUEMOB B TEKCTaxX pa3HbIX KaHPOB. OCOOeHHOCTH MPOU3HOIIEHUS
HOCHUTe/Iel pa3/InuHbIX aKL|eHTOB aHTJIMKMCKOrO SI3bIKa. DTUKa YCTHOTO MepeBo/a.
['eHepypoBaHue U epBUYHOE peZlaKTUPOBaHYe I1epeBOo/I0B.

KonTtposeHbIe (1Tpob/ieMHbIe) BOTIPOCKHI

Ha3zoBuTe u3BecTHbIe BaM MpHUeMbI ITePeBOIUeCKON 3auCH.

UT0 Takoe MHeMOTeXHUKa?

UT0 Takoe JIeKCUKO-CUHTaKCUUeCKre KOHBePCUBBI?

UTo Takoe riepeBOZjUECKHE COOTBETCTBUS?

Kak 106UuTbcst aBTOMaTU3al[uK yrioTpeb/ieHus TiepeBoZiueCKUX COOTBETCTBUM?
UTo Takoe peueBasi KOMIIpeCCHs?

UTo Takoe jieKCuYecKoe CBepThIBaHHe?

Ha3zoBuTe u3BecTHbIE BaM JIEKCUKO-CeMaHTHUECKHe IpeoOpa30BaHusl.
[TpuBeauTe TIpUMepbl 0COOEHHOCTeH AUaIeKTHOU peyu.






AHHOTaIMA

JucuunnvHa peanvsyetcs B IHCTUTYTe IMHTBUCTUKM Kadepoil eBpOIelCKUX S3bIKOB.
Copep>kaHue JUCLMIIMHBI 0XBAaTbIBAeT KPYT TEOPeTUYECKMX BOMIPOCOB U MPAKTUYECKUX
npo6sieM, CBSI3aHHBIX C TIePeBOZIOM TEKCTOB HayYHOM HarpaB/IeHHOCTH.

Lless QUCLUIUIMHGL: AAaTh CTYJeHTY 3HaHUs, YMEeHUs U HaBbIKHM, HeOOX0MMbIe eMy AJIst
OCYILeCTB/IeHUs ero NpoQecCMOHaIbLHOM /iesTe/IbHOCTH B 00/1aCTH YCTHOTO T1epeBo/ia TEKCTOB
Hay4YHOT'O CTHUJIA.

3ajauu:

O HayuMTb CTYZieHTa CO3/jaBaTh S5KBHMBa/leHTHbIN MepeBo/, UCXOHOI0 TeKCTa C
yueToM BceX TpeboBaHMIA PyCCKOTO 53bIKa;

0 Hay4uTh ero npremMam rnepejiaui Ha pyCCKOM sI3bIKe Crel[aaTbHOU (HayYyHOU )
vH(popMaL1y, 3a70)KeHHO! B TEKCTe;

0 JlaTb €My UHCTPYMEHTapu1H, JOCTaTOUYHbIN JJ1 Ja/bHeUIIero CaMOCTOSITeIbHOTO
peliieHust Tpob/ieM, BO3HUKAIOLUX B ero rnpogeccoHalibHOM esTeIbHOCTH.

,Z[I/ICL[I/IHIII/IHEI HallpaBJ/IeHa Had CbOpMI/IpOBaHI/Ie CIeJyromunx KOMHETeHL[I/II‘/JI:

I1K-3 Criocoben 3.1 [TepeBOAUTL C OJHOTO sI3bIKA HA JPYTOM B pe)KUMe
OCYLLeCTBJISITb YCTHBIN MOC/1e/I0BaTe/IbHOTO NTepeBo/ia
1oc/ie/loBaTe/IbHbIN 3.2 CoxpaHATb KOMMYHUKALIMOHHYIO Lie/Ib UCXOLHOT0
TIepPeBo/ coo011eHust
3.3 BbICcTpO repek/itouaThCsl C OAHOTO SI3bIKa Ha Apyrou
3.4 Wcrionb3oBaTh Hajjexaiiye (popMyJibl peueBoro 3THKeTa
3.5 CobJtroaTh MpogeCCHOHANMBHYIO STHKY
3HaThb:

- OCHOBHBIE TIepeBOJUeCKre TIPUeMbl B 00/1aCTh YCTHOTO TIepeBo/ia.
-yMEeTb MTPUMEHSITh OCHOBHbBIE TIePEBO/[UECKUE TIPHEMbI B 00/IaCTH MOC/IeI0BaTe/TbHOTO
repeBo/ia;

YMeTh:

- TI0/1b30BaThCS NepeBOIUYECKUM UHCTPYMeHTapueM, B T.4. CUCTeMaMHU MepeBOIYeCKOU 3amucy;
- YUHTBIBAaTh BA)KHOCTb KOHTEKCTa U 0COOEHHOCTH 11e/IeBOH ayIUTOPHH;

- TIOPOKAATh TEKCT, COeANHSIOIINN B cebe IKBUBAJIEHTHOCTh OPUTMHATY M COOTBETCTBHE
peyeBbIM U CTUJIMCTAUYECKUM HOPMaM PYCCKOTO Si3bIKa.

Bnanets:

CTII0COOHOCTBIO OTOMPATh U UCII0/Ib30BaTh B HAYYHOM U TTPAKTUUYeCKOH /1esTe/IbHOCTH
He00X0IMMYI0 MHGMOPMAILIHIO T10 TTPob/IeMaM, CBSI3aHHBIM C TIPeIMETOM Kypca, C
WCTI0/Ib30BaHHEM KaK TPAJUI[MOHHBIX, TaK U COBPEMEHHbIX 00pa30BaTe/TbHbIX TeXHOJIOTHM.

Paboueii mporpaMMoii IpelyCMOTPEHBI C/IeIyIOIIHe BUbI KOHTPOJISI: aTTecTal[us
B hopMe 3aueTa.
OO0r11ast TPYA0EMKOCTb OCBOEHHSI AUCIIUTTUHBI COCTAB/ISIET 2 3aU€THbIE eJUHMIIBL.










